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VECTOR SPACE MODELS OF KYIV CITY PETITIONS

In this study, we explore and compare two ways of vector space model for Kyiv city petitions creation.
In order to automatically analyze freeform texts such as petitions, they need to be converted to a numeric
space. By leveraging word vectors based on the distributional hypothesis, namely Word2Vec and FastText, we
construct vector models of Kyiv city petitions.

The overall pipeline that we contribute is training word vectors on the dataset of Kyiv city petitions,
preprocessing the documents, and applying averaging to create petition vectors. Moreover, this pipeline does
not require big data and is applicable to training in a low-resource setting such as the Ukrainian language for
which we have only used 4623 unlabeled petitions. No pretrained models and fine-tuning was done for the sake
of this research and we provide hyperparameters that were optimal for the experiments.

The advantages and disadvantages of both models are analyzed. Word2Vec-based model gets a higher
Silhouette Coefficient score and produces more dense clusters than FastText-based one. This makes it more
appropriate for real world applications such as petitions sentiment analysis or clustering. Error analysis
confirms this result as FastText pays more attention to the syntactic structure of petitions and words while
Word2Vec focuses more on the contexts. To support this claim, we show examples of such behavior for the same
textual queries on different urban topics.

Visualizations of the vector spaces after dimensionality reduction via UMAP are demonstrated in an attempt
to show their overall structure. They reinforce the resulting Silhouette Coefficient scores by exhibiting denser
clusters for the Word2Vec based approach. The resulting models can be used to effectively query semantically

related petitions as well as search for clusters of related petitions.
Key words: vector space model, FastText, Word2Vec, petitions analysis, UMAP.

Introduction. By now, e-petitions have already
matured and are incorporated in a lot of countries’
governments. They are no longer experimental
and citizens use them actively to make suggestions
for public institutions. This is why the analysis
of e-petitioning is vital to better understand the
relationship between governmental systems and the
public [1]. Automatic petition processing can help
institutions immensely not only by filtering out noisy
petitions, spam, and simply angry threats but also
by aggregating people sentiments toward certain
changes, events, or orders in an objective manner.
Political implications of online petitions are well
described in [2].

Unfortunately, a lot of effort is going into manual
analysis of petitions which may lead to biased
conclusions, is prone to errors, and inefficient. An
example of the effort that went into the analysis is
[3] where authors were searching for insights in the
‘Save the Cretan landscape: Stop golf development at
Cavo Sidero’ online petition.

Ukraine is no stranger to the e-petition applications.
Kyiv city — the capital and the largest city of Ukraine

with a population of around 3 million people [4] — has
a platform for submitting online petitions to the Kyiv
City Council — petition.kievcity.gov.ua. An e-petition
makes it possible for citizens to suggest actions to the
Kyiv City Council. Our research is aimed at building
a model of petitions posted on the above mentioned
platform in order to be able to search for relevant
petitions given a natural language query.

Similar research has been done by Hagen, L. et
al. [5] where the authors have used We The People
website data to uncover latent patterns in online
petitions. They analyzed linguistic and semantic
features of texts and built an LDA [6] model of the
provided petitions. While very powerful, the LDA
model is more of an exploratory tool that extracts
main topics from petitions and lacks the contextual
knowledge that models on top of the distributional
hypothesis provide [7].

Vector space models. Vector space model is an
algebraic model for encoding entities as vectors for
the purpose of being able to find similarity of these
entities as the degree between vectors. Every vector
in such a model encapsulates the semantic structure
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of an object so that similar objects end up having
small degrees between their vectors. The degree is
also called similarity. It shows how similar are objects
in the vector space instead of the distance between
them. The most commonly used similarity function
for vector space models is cosine similarity (1). Other
noteworthy mentions are Euclidean similarity and
Jaccard similarity which may describe similarity
between terms better in some cases or applications,
for example, in hierarchical vector space models [8].
For our experiments, for petition vector space model
we used cosine similarity because it is the similarity
measure that is used for underlying word vectors,
which are described next. Note that identical vectors
are going to have cosine similarity equal to 1.0, so the
more two vectors are semantically similar, the more
their cosine similarity value has to be closer to 1.0.

AB L

S(A’B):E:W,

where S(4, B) — cosine similarity between vectors
A and B, n — dimensionality of vectors.

To embed textual documents into vectors, models
based on word embeddings, Term Frequency-Inverse
Document Frequency weights, document indexing,
and Latent Semantic Analysis are usually used. This
paper focuses on models based on word embeddings,
out of which the most popular are Google’s
Word2Vec[9], Stanford’s Glove[10], and Facebook’s
FastText[11]. To better understand how to convert
documents into vectors we should first step back and
examine word-vector models listed previously.

The Word2Vec method takes leverage of a neural
network to find word relationships from text. After
the training process is finished, Word2Vec algorithm
can be used to find synonyms or semantically similar
words and complete sentences with missing parts.
Usually, the text that is used to train such a model is
huge, for example, the original paper on Word2Vec
trained it on Google News Corpus with 100 billion
words. Typical size of the underlying vectors is 300.
Since our experiments work on a much smaller scale,
we choose the dimensionality of vectors to be 100.
Word2Vec has two distinct architectures, however,
both of them are two-layer neural networks that
make use of the distributional hypothesis. The
hypothesis claims that words that occur in the same
contexts tend to have similar meanings [7]. The first
architecture of Word2 Vec is called continuous bag-of-
words (CBOW) and its goal of learning is to predict
the word inside a sentence from its context —a number
of neighboring words. The second architecture, called
skip-gram, has the opposite learning goal — given a
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word inside a document predict its neighbors in
a certain span. It also puts more weight on closer
surrounding words than more distant ones. CBOW
takes less time to train than skip-gram but models
words that occur in the corpus less frequently worse.

The FastText method is an extension of Word2Vec
that takes into account subword information. The
authors of the algorithm model morphology by
considering subword units, and representing words by
a sum of its character n-grams[11], [12]. They extract
all of the n-grams in the length range from 3 to 6 from
words which lets the model learn prefixes and suffixes
as well as other morphological information present in
most of the words. This makes FastText model for word
vectors expressively more powerful than Word2Vec
because words that were not present in the dataset can
still be embedded or queried in the vector space. On the
other hand, given that FastText learns representations
for subword information, for small datasets, like the
one that we use, the amount of learned weights and the
complexity of the model grows which may lead to less
quality with limited data.

One way of training both models is to use negative
sampling [13] which minimizes the log-likelihood of
sampled negative instances as opposed to training on
positive examples only. This method is fast, simple,
and widely used for similar tasks.

This paper explores a vector space model for
Kyiv city petitions, that is based on the actual texts
of petitions. The main question that we addressed
was the choice of an approach to create vectors
of petitions given vectors of words. We first train
word vectors using Word2Vec and FastText which
gives us 100-dimensional embeddings for words
present in petitions. For every word in the text of a
particular petition, the corresponding embedding was
taken and averaged across every axis to generate a
100-dimensional vector for the petition as depicted
in Fig. 1.

Word Vectors
Petition words (100 dimensional
Please 00 -~ O
rename e -~ & Petition vector
Petition text station 00 o e - ©
—_—e - @

Fig. 1. Petition word vectors averaging in order to get
petition vector

As a result, the final vector space model is
encoding the high-level meaning of the petition and
can be queried for similar petitions, creating a simple
exploratory data analysis tool relying purely on the
semantic content of petitions. This leads to one of the
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drawbacks of the model: if petition description is too
abstract and poorly constructed, the averaging process
creates poor vector representation thus making the
space less representative.

Experiments. Word vectors. Based on the
abovementioned framework, we trained two sets of
word vectors: Word2Vec and FastText. The dataset
that we trained on consists of 4623 petitions written
in the Ukrainian language that were scraped from the
petitions website. To capture semantic relationships
between key entities and objects in petitions better we
did several preprocessing steps:

1. stop word removal via the stop-words [14]
library which provides stop words for 22 languages
including Ukrainian.

2. whitespace normalization (strip any irrelevant
whitespace before and after the core petition text, as
well as any additional spaces in between words).

3. invisible and non-unicode characters removal.

4. infrequent tokens removal (every word that
was not present in our dataset more than 20 times
was removed with an intuition of being irrelevant or
a spelling mistake). This made the training process
more stable.

Table 1
Top 10 closest words in Word2Vec space with their cosine distance to queried words
Qxﬁi‘;d Kanuxo (Klitschko) KMJIA(Kyiv City State Administration)
Closest Closest . Cosine Closest Closest . Cosine
# . . word(English . . . word(English .
word(Ukrainian) ; distance | word(Ukrainian) ; distance
translation) translation)
C . .. Kyiv City
1 Biraniit Vitaly 0.747 KuiBpanu Council 0.614
2 Mep mayor 0.586 JIeITyTaTiB deputies 0.532
Kyiv City
3 rojoBa head 0.458 KMP Council(abbr.) 0.518
4 rOJIOBU head(genitive) 0.417 caiiri site 0.495
5 Kwuischkoi Kyiv(adjective) 0.374 pitreHHs solution 0.460
6 BHMOTOO requirement 0.368 paau council 0.452
7 pa3om together 0.356 BiJITOBITHUX according 0.446
8 Kowicii commission | 0.353 PIIA District state | ) 445
administration
9 Michi city 0.353 KIT Municipal 0.439
Enterprise
10 CBOIM their 0.347 PO3NOPAKEHHS order 0.437
Table 2
Top 10 closest words in FastText space with their cosine distance to queried words
Qv‘if)rr‘jd Kamnaxo (Klitschko) KMJIA(Kyiv City State Administration)
Closest Closest . Cosine Closest Closest , Cosine
# .. word(English . . . word(English .
word(Ukrainian) ; distance | word(Ukrainian) ; distance
translation) translation)
s . .. Kyiv City
1 Biramiii Vitaly 0.724 Kuispanu Council 0.577
Kyiv City
2 roJioBa head 0.571 KMP Council(abbr.) 0.567
3 Mep mayor 0.530 JICTyTaTiB deputies 0.501
4 TOJIOBH head(genitive) 0.478 caiTi site 0.486
5 KuiBcpkoi Kyiv(adjective) 0.400 piteHHs order 0.468
6 KoMicii commission 0.394 PIIA District state | )
administration
7 pa3om together 0.392 panu council 0.446
Kyiv City State Municipal
8 KMJIA Administration 0.373 KT Enterprise 0.446
9 [[TanoBHWH Dear 0.371 TATAHHS question 0.445
10 Birauiro Vitaly(vocative) 0.365 BiJIITOBIIHUX according 0.430
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We experimented with optimal hyperparameters
for both of the models, which are listed here:

— vector dimension — 100.

— training epochs — 1000.

— context window — 5.

— learning rate — 0.025.

Both models use skipgram and negative sampling
as part of the internal algorithm and were trained for
around 30 minutes with 4 workers on a 2.8 GHz Intel
Core 15 processor. No GPU was needed because the
size of the dataset is small. We used Gensim [15] as
the framework for experiment implementation which
allows us to build vector models with an easy-to-use,
yet powerful APIL.

Tables 1 and 2 showcase some of the queries that
became possible with the built word models.

Please, note that since FastText is a modification
of Word2Vec, the results of queries are similar, both
capture semantic relationships, like name and job,
or similar institutions of the query. However, as
mentioned before, FastText allows us to make queries
for words not present in the dataset, which is a huge
bonus for word vector models.

Petition vectors. In this section, we detail the
results obtained by averaging word vectors for petition
contents. In order to give some qualitative measures
of newly constructed petition vectors, we are going
to show their visualization. The visualization is
built by reducing the dimensionality of petition
vectors from 100-dimensional to 3-dimensional
and plotting this reduced space. The algorithm for
dimensionality reduction that we use is UMAP [16]
which has increased speed and better preservation of
the data's global structure than other dimensionality
reduction algorithms. The idea behind UMAP is to
first create a high dimensional graph representation of
the data and then optimize another low-dimensional
graph to be as structurally similar as possible to the
constructed graph. We use Tensorboard [17] to make
these visualizations and explore the space manually.
Tensorboard allows projecting embeddings to a
lower-dimensional space via UMAP, t-SNE, or PCA.
We chose UMAP because it is faster than t-SNE and
more expressive than PCA[18].

For the quantitative measurement of the differences in
the researched models we use the Silhouette Coefficient
[19] which is defined for a single sample as:

_a-b

 max(a,b)’
where a — average distance between the point and all
other points in the same cluster, b — average distance
between the point and all other points in the nearest
cluster. The Silhouette Coefficient score is defined as
the mean of Coefficients of every point. The model
with better defined clusters is expected to show higher
Silhouette Coefficient score. The Coefficient has arange
of —1 to 1 where spaces with highly dense clusters have
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scores closer to 1 and with highly overlapping clusters
closer to 0. Table 2 shows Silhouette Coefficient scores
for Word2Vec— and FastText-based petition vectors
clustered via DBSCAN [20].

Table 3
Silhouette Coefficient scores
Model
Word2Vec-based
FastText-based

Silhouette Coefficient score
0.468
0.004

As mentioned before, to build vector space models
for Kyiv city petitions we used a simple averaging of
word vectors of words present in the petition. In fig.
2 you can see Word2Vec- and FastText-based vector
spaces after dimensionality reduction visualized.

Both spaces exhibit clustered structure and have
petitions of different semantics in different parts
of the space. Please, note that Word2Vec-based
petition model has visibly more separated clusters
than FastText-based one. This is confirmed by the
Silhouette Coefficient scores listed previously, where
Word2Vec based petition model had a much higher
score which means the clusters that are present in its
vector space are more dense, while in the FastText-
based model they overlap a lot.

A closer look shows that these clusters are indeed
semantically divided and several well-defined groups
of points exhibit similarity in the topics that they
discuss. In the next section, we are going to talk in
which way the two built models differ.

Word2Vec-based. Upon closer inspection,
Word2Vec-based model has clearly visible clusters
that share some semantic meaning among them. You
can see two examples of that on fig. 3.

For more clarity on the insides of the model we
provide a few queries and their similarities with the
closest petitions in the dataset in the Table 4. As you
can see the query that concerns about the ecological
situation in Kyiv yields several petitions about poor
waste processing and polluted lakes, while a query about
hot water supply mostly returns complaints about it to
the Kyiv city council. Overall, the quality of Word2 Vec-
based embeddings is satisfactory for their future use
for transfer learning as features to sentiment analysis
classifier or any other natural language problem.

FastText-based. FastText-based model shows
similar semantic properties to the Word2Vec based
model, their underlying core ideas are close after all.
However, the overall number of visible clusters is
reduced and some of them are clearly clustered on
syntactic level instead of desirable semantic level.
You can see this in Fig. 4, where (a) is a good semantic
cluster, while (b) is similar only by having the same
boilerplate start.

In Table 5 we provide two examples of FastText-
based model querying. The first query is just a name
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of an avenue and the model could find semantically
similar petitions that are mostly about its renaming
process or about the process of renaming other
avenues. The second example shows that the model
can also find syntactically similar petitions. Overall,

the quality of this model is less-suitable to be used in
further semantically significant tasks than Word2 Vec-
based one.

Conclusions. In this paper, we proposed two
methods of construction of vector space models of
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Fig. 3. Cluster of petitions about ecological situation (a) and water management (b) in Kyiv
in the Word2Vec petitions space
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Fig. 4. Cluster of petitions about the renaming of different city objects (a) in Kyiv in the FastText
petitions space and example of suboptimal separation in the FastText petitions space (b)
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Table 5
Top 3 closest petitions in FastText space with their cosine distance to queried phrases
IIpononyio 3 MeToI0 3a6€e3MeYeHHS] ...
IMpocnekT MockoBcebkuii (Moscow Avenue) (In order to ensure ...)
Closest peti niz)(sg;; lish Cosine Closest peti tzsiz()(sEe;; lish Cosine
petition(Ukrainian) translation) distance | petition(Ukrainian) translation) distance
VY 3B's3Ky 3 In connection with 0.69 | I[IpornoHyo 3 METOIO In order to ensure 0.654
MOYaTKOM ITpOLIeCy the beginning of 3a0e3reueHHs the effective
nepeiiMeHyBaHHs the process of e(EKTHBHOTO implementation
mpocrekTy Barytina | renaming Vatutin 3mificHeHHs eximaxxamu | of the duties of
B mpocnekT Pomana Avenue to Roman [arpymneroi momimii the crews of the
[lyxeBuua, a Shukhevych Avenue, VYkpainu micta Patrol Police of
MoCKOBCBKOTO and Moscow Avenue Kuesa nepxaBu Ukraine in the city
MPOCIIEKTY B NpOCIeKT |to Stepan Bandera VYkpaina cBoix of Ukraine, the
Crenana bannepu Avenue - it would nocagoBux 00oB"s3KiB | state of Ukraine
Oyz0 6 JTOTiYHO be logical to rename 3a0e3neynTr KokeH 3 | to provide each
nepeMeHyBaTn the Moscow Bridge, HuX cepTudikoBannmu | of them with
MoOCKOBCBKUIH which connects the npuIagaMu certified devices
MICT, 10 3'eye 11l two avenues, to JIa3epHUMHU panapamu | - laser radars for
JIBa TIPOCIIEKTH, B Troieschyna Bridge. BHUMIPIOBaHHS measuring the
TPOEMMHCHKUIT MICT. mBuakocti TruCam speed of TruCam
Hazsa MockoBcbkoro | The name of Moscow | 0.651 | [IpomoHyto 3 MeTOIO In order to ensure 0.643
MPOCIIEKTY B Avenue in Obolonsky 3a0e3neueHHs the effective
O0on0HCEKOMY and Moscow districts e(pEeKTUBHOTO implementation by
1 MockoBCBKOMY of Kyiv is not 31iicHeHHs exinakamu | the crews of the
paiionax Kuesa He historical. It was HarpyneHoi momimii Patrol Police of
€ icropuunoro. i given in 2003 as a VYkpainu micta Ukraine of the city
Oys10 Hamano 2003 friendly political Kuesa nepxaBu of Kyiv, the state of
POKY SIK ApYKHiit gesture of the then VYkpaiHa cBoix Ukraine, I propose
HOJITHYHHUHN JKeCT mayor of Kyiv O. rocagoBux 000B's3KIiB | to provide each of
TomimHboro Micbkoro | Omelchenko towards 3a0e3meynTy Koked 3 | them with certified
rooBu Kuesa O. his Moscow colleague HuX cepTudikoBannmu |devices - Drager
OMenBIeHKa 1MI0/10 Yu. Luzhkov ... TpUJIaiaMu - breathalyzers.
HOro MOCKOBCHKOTO ankorectepamu Jparep
koneru 1O. JIyxkoBa...
Hasga «IIpocmekr The name "Pravda 0.74 |IIpocumo 3a6oporutn |Please prohibit 0.606

IIpaBan»
(Bunorpanap)
mignanae mix 3akoH
1o JAEKOMYyHI3allilo.
OkpiM Toro0, pn
repeiMeHyBaHHI
HOro Ha MPOCHEKT
ITaBna llepemera
Oyj1e CUMBOJIIYHO,
10 OIYHUM J10
LBOTO TIPOCIICKTY €
mpocrekt ['eopris
T'oHranse, Takox
3arubI0T0 KHiBCHKOTO
JKYpHAIICTA.

Avenue" (Vinogradar)
falls under the Law
on Decommunization.
In addition, when
renaming it to Pavel
Sheremet Avenue,

it will be symbolic
that the side of this
avenue is Georgy
Gongadze Avenue,
also a deceased Kyiv
journalist.

PYX BEITMKOBaroBOTO
TPaHCIIOPTY
TEPUTOPIEIO MicTa

B JICHHHH 4Yac i3
METOI0 3MEHIIEHHS
pyWHYBaHHS
ac(hanabsTOBOTO
MTOKPUTTA Ta 3
METOIO MOJIIIICHHS
oprasizaiii
JIOPOXKHBOTO PYXy

1 fioro Oe3mekw,
TTOJTTIIIICHHS
€KOJIOTIYHOTO CTaHy
Ta IiJBUIIEHHS
IIPOILYCKHOI
CIIPOMOXKHOCTI
BYJIMIHO-TILIIXOBOT
Mepexi M. Kuesa

the movement of
heavy vehicles

in the city during
the day, in order
to reduce the
destruction of
asphalt pavement
and to improve
the organization
of traffic and its
safety, improve
the environmental
condition and
increase the
capacity of the road
network of Kyiv
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Kyiv city petitions, namely Word2Vec and FastText-
based word vector averaging. The main insights
are that it is possible to build such vector spaces
with limited data and that through our experiments
Word2Vec-based algorithm was preferred since it
captured more semantic representations instead of
syntactic ones. This happened because, innately,
FastText works on subword level and while it is useful
for getting vectors of unknown character sequences,
the process of word vectors averaging does eliminate
this advantage, making it a liability. Quantitative
results show that Word2Vec-based model is better
suited for further clustering and produces more dense
clusters than FastText-based one.

The suggested models can be used as a stepping
stone in petition analysis pipelines. The vector space
models give every petition a numeric representation
capturing its semantic meaning that, if included in a
classification framework, can help identify citizens’
attitudes toward certain events, group and deduplicate
petitions with the same intent, or predict if a certain
petition is going to get enough votes to pass.

Future work might include trying other
aggregation functions to build petition-level vectors,
like term-frequency weighting. Other possible
research directions include sentiment analysis and
automatic clustering of Kyiv city petitions based on
built models.
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IndpopmaTuka, 06uKCII0BaIbHA TEXHIKA Ta aBTOMAaTH3aLlis

Ianrana P.B., Kucensos I'.JI. BEKTOPHI MOJEJII IETULIN MICTA KHiB

Y yvomy oocniosicenni mu onucyemo ma nopisHIOEMO 084 WLIAXU CMBOPEHHS MOOeNi 8eKMOPHO20 NpO-
nompioHO nepesecmu 6 YUcCio8ull npocmip. Bukopucmosgyrouu eéexmopu ciié Ha OCHO8I po3nodiibuoi 2ino-
mesu, a came Word2Vec ma FastText, mu 6ydyemo sexmopui mooeni nemuyiti micma Kuesa.

3acanvruii nioxio, sikuti Mu NPONOHYEMO, — Ye HABUAHHS 6eKMOpIe Clié Ha Habopax nemuyit micm Kuesa,
nonepeousi 06pooKa OaHUX OOKYMEHMi6 ma 3aCTOCYBAaHHsL YCepeOHeHHsl BeKIMOPIE Ci6 OJisl CMEOPEHHs 6eKMO-
pie nemuyit. binvuwe moeo, yei nioxio He uMa2ae GeIUKUX OAHUX | MOJICE 3ACMOCOBYEAMUCH 00 HABYAHHSL Y
HU3bKO-PECYPCHUX Cepe0osuax, makux K YyKpaiHCcbka Mosd, 0Jisl AKoi Mu 8uKopucmogysau auuie 4623 nemu-
yii 6e3 pozmimxu. Koonux nonepeonvo naguenux mooenetl ma ix HAAAUWMYBAHHS OIS Yb02O OOCAIONCEHHS He
BUKOPUCTOBYBANOCD, I MU HAOAEMO 2inepnapamempu, ONMuMAanbii 0jis NPOBEeOeHUX eKCNePUMEHMIS.

Ipoananizosano nepesazu ma nedoaiku 0060x mooeneil. Mooenv na ocnogi Word2Vec ompumye suugy oyinky
Koegiyienmy Cunyemma i cmeopioe winohiwi kniacmepu, Hidx Mooens Ha ochoei FastText. 1]e pooumb i Oinvu
BIONOGIOHUM OJ1s PEAIbHUX 3ACMOCY8ANb, MAKUX SIK AHALI3 HACMpPois nemuyitl abo ix kiacmepuszayis. Ananiz
ROMUNOK NiOmMeepodcye yell pesyiomam, ockinvku FastText npudinsie 6invuie yeazu CUHMAaKCU4Hit CmpyKmypi
nemuyit ma ciie, modi sik Word2Vec binvute 30cepedscyemvcsi ha konmexcmi. Ha niompumky yvo2o meep-
OJICEHHS. MU HABOOUMO NPUKIAOU MAKOL NOBEOIHKU OJ1s1 OOHAKOBUX MEKCOBUX 3aNUmie Ha Pi3Hi MICbKI memu.

Bisyanizayii gexmopnux npocmopie nicin 3menutennsi ix poamipnocmi 3a oonomozoro UMAP demoncmpy-
IOMbCS, HAMALAIOYUCH NOKA3AmMuU iX 3a2anvHy cmpykmypy. Bonu niokpinmoiome ompumani oyinku Koegiyi-
enma Cunyemma, 0eMOHCMPYIouU WinbHiwi Kiacmepu 0Jist nioxooy Ha ochosi Word2Vec. Ompumani mooeni
MOJICHA BUKOPUCTNOBYBAMU OISl e(heKMUBHO20 3ANUMY CEMANMUYHO NO8 A3AHUX Nemuyil, a makoxc 07
NOWLYKY 2pYn nemuyiti 31 CXOHCUMU memamu abo cKapeamu.

Kniouoegi cnosa: sekmopna mooens, FastText, Word2Vec, ananiz nemuyiti, UMAP.
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